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To continue the work proposed in Wood, E.F., et al. (2011), and to synthesize the efforts of several groups 

towards making high resolution “Hydrological Models of Everywhere”.  

 

• What processes to explicitly model and what to parameterize?  

 

• How to cope with the computing costs that increase exponentially with resolution?  

 

• How to obtain the information to feed the huge parameterization requirements of these models?  

 

• How, if at all, to calibrate such models, validate their predictions and perform uncertainty analyses on 

them?  

 

• Questions of scale: can we seamlessly up- and downscale our models and get consistent water 

balance and energy balance components? 

 

• Can we extract the information needed, in particular human impacts, to be able to reach sufficient 

accuracy at the local scale? 

 

Since many of the groups are at the moment trying to find solutions to 

these problems independently, we believe that it is beneficial to 

exchange experiences and learn from each other. 

Overview 



From February meeting … 

 

Objective: Setting up testbeds for comparing different large-scale models at different resolutions 

 

Domains: 

 

1. Long term vision: Global at 5 minutes (long-term goals: global at 1 km) 

- Also, global at 0.5 degree with WaterGAP, for comparison 

 

2. Medium term goals: CONUS, CORDEX Europe at 1 km 

 

3. Initial test cases: Rhine + Illinois + California at 100 m 

 

Test bed framework: 

 

1. Common datasets: provided at the finest scale possible at fixed format 

 

2. Run the various models at increasing resolution [from 0.5 deg down to 100m] 

 

3. Run it with local and globally available information 

 

4. Include LIS scaling tools 

 

WG1 Objectives 



Models 

Model Groups 

TOPLATS Wood 

CLM Famiglietti 

WRF-Hydro Gochis 

ParFlow Maxwell, Kollet 

WaterGAP Doll, Florke 

PRC-GLOBWB Bierkens 

mHM/MPR Samaniego 

HydroGeoSphere Sudicky 

Grid-to-Grid Bell 

GLOFRIS Winsemius 

LISFLOOD de Roo (EU JRC) 

Others? 



Long term vision 



Medium-term goals (at 1km) 
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Initial test cases: California  

Domain  

• 1200x1120 @ 1km 

 

simulation length? 

• most data sets available after 2003 

 

Model surface data sets: 

• 1/3 arc second (~10m) DEM from USGS  

• STATSGO [Miller and White, 1998] soil texture at 

30 arc second for California (gaps in SSURGO) 

 

Model Forcing: 

• PRISM precipitation at 4km resolution 

• NLDAS-2 forcing at 1/8 degree 

 

Observation data: 

• Fluxnet sites for sensible and latent heat (Tonzi 

Ranch and Vaira Ranch) 

• DWR and USGS monitoring wells 

• SNODAS 1km gridded snow water equivalents 

• GRACE TWSA at 1-degree 

• USGS streamflow 

 

 

• Also, management is a big issue: 

include irrigation data? 

 



Test cases: Illinois  

• Domain (3 basins @ 100m)? 

 

• simulation length? 

 

• Model surface data sets: 

• 1/3 arc second (~10m) DEM from USGS  

• SSURGO soil texture at 1/3 arc second  

• NLCD land cover at 1 arc second 

 

• Model Forcing: 

• PRISM precipitation at 4km resolution 

• NLDAS-2 forcing at 1/8 degree 

 

• Observation data: 

• USGS Illinois water science center has some of the best 

observations in the country [Yeh, et al., 1998]:  

• Three river basins 

• 486 stream gages with daily data 

• Flood and drought monitoring 

• 94 groundwater wells with daily data 

 

 



Test cases: Rhine river 

Domain  

• 780x1020 @ 1km (Sutanudjaja, including Meuse) 

• 300x300 @ 500m (Kollet) 

 

simulation length: Depends on the forcing data? 

 

Model surface data sets: 

• DEM from USGS –SRTM (90m) or HydroSHEDS (3“) 

• Soil from FAO database (top 10 layer @ 1km) and gleeson 

(subsurface) 

• Land cover: MODIS/CORINE (100m) 

 

Model Forcing: COSMO-DE, hourly forcing @1km (2008-2013) 

 

Observation data: 

• Soil moisture from TERENO database (cosmic ray sensors) 

• Discharge data (Landesamt fuer Natur, Umwelt und 

Verbraucherschutz), also GRDC (50 stations) 

• Groundwater head data (Sutanudjaja 2013; 2014: >6000 time series) 

• ALOS PALSAR Soil Moisture 

• Eddy covariance fluxes (TR32) ?? 

• Downstream areas (i.e. Netherlands, see the figures above) should 

be excluded because they are extremely controlled by water 

management practices. 
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Test cases 

(summary)  

Location Rhine river California Illinois 

Simulation time 

(depends on data 

availability) 

? 

Forcing 2008-2013 

? 

 

? 

 

Resolutions 0.5 deg 0.25 deg, 

10km 5km, 1km, and 

500m 

0.5 deg, 0.25 deg, 10 

km, 5 km, 1km 

0.5 deg, 0.25 deg, 10 

km, 5 km, 1km, and 

100m 

 

Model surface data HydroSHEDS (3”) 

FAO soil  

Gleeson permeability 

Landuse MODIS 

USGS 1/3” DEM 

STATSGO @ 30” 

NLCD @ 1” 

USGS 1/3” DEM 

SSURGO @ 1/3” 

NLCD @ 1” 

Model forcing COSMO-DE, hourly 

forcing @1km (2008-

2013) 

NLDAS 1/8 deg hourly 

PRISM month@ 800m 

NLDAS 1/8 deg hourly 

PRISM 800m 

Observation data TERENO/PALSAR 

soil moisture 

Discharge 

Groundwater head 

(MODIS) temp 

Eddy covariance 

fluxes (TR32) 

Fluxnet sites 

DWR/USGS wells 

SNODAS 1km 

GRACE @ 1-deg 

USGS reservoirs & 

streamflow 

MODIS temp 

USGS Illinois water 

science center: 

Stream gages 

GW wells 

 

MODIS temp. 



Proposed schedule of tasks for WG1 1st year 

(March 2014 to February 2015) 

 

 

April to September, 2014:    

• Confirm design of experiments, test-bed locations, resolutions, simulation period, how to compare 

results, common data formats, etc. 

• Load necessary forcing, land-surface and validation data sets onto a shared location. 

 

 

October through December, 2014: 

• Begin work within individual research groups to set-up model simulations 

 

 

January & February, 2015: 

• Work to share and summarize work-to-date, including preliminary model outputs  

• prepare for presentation to rest of group in annual meeting 

 



Remaining discussion points 

1. Storage space   

[There is ~15 TB of storage available at data.ucchm.org to host data.  We can create 3 

directories: Surface data, forcing data, and observations/validation data for each region] 

 

2. We need volunteers to manage/upload the data for each test case (Rhine, Illinois, California) 

[UCCHM can do California, Jessica and Edwin can do Rhine, Illinois?] 

 

3. Simulation period  

[1-5 years?] 

 

4. Range of resolutions to simulate         

 [which steps between 0.5 deg and1km?] 

 

5. To what extent should test simulations include management? 

 

6. Potential evaluation metrics for future model inter-comparison/synthesizing model outputs 

 

7. Consistent data file format [consistent grid? netcdf?] 

 

8. Other thoughts? 

 

 


